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PSEUDO-SPECTRAL DERIVATIVE OF

QUADRATIC QUASI-INTERPOLANT SPLINES

Abstract. In this paper we propose a local spline method for the approximation of the
derivative of a function f . It is based on an optimal spline quasi-interpolant operator Q2,
introduced in [12]. Differentiating Q2 f , we construct the pseudo-spectral derivative at the
quasi-interpolation knots and the corresponding differentiation matrix. An error analysis is
proposed. Somenumerical results and comparisons with other known methods aregiven.

1. Introduction

In the approximation of the derivative of a function f in a certain interval [a,b], the
choiceof themethodisnot asecondary problem.

The differentiation of interpolation polynomials leads to classical finite differ-
ences for the approximate computation of derivatives, but this approximation is not
stable for increasing valuesof polynomial degreein case of uniform knot partition. In
order to overcomethisproblem theGauss-Lobatto Chebyshev knotscan be considered
[10].

Another approachcan consist in approximatingthederivativeof f by thederiva-
tiveof aspline, generally expressed byalocal basisof B-splinesand defined byeither a
quasi-interpolating operator or an interpolating one. However, while quasi-interpolant
(q-i) splines [9, 11, 12, 13] have adirect construction, the interpolant ones need the
solution of a linear system of equations. This is one of the reasons why, in the liter-
ature, local q-i spline operators represent very useful tools in many applications [14].
In particular, in [9], a general method to construct quasi-interpolant spline operators,
that can be also applied to approximate the derivative of a function f , is presented,
and some convergenceproperties are proved. Recently, in [8, 13], the authors have
proposed someuniform discretequasi-interpolant splineoperators, givingasimple ex-
plicit formula, and have presented a method for numerical differentiation based on
these operators. In particular they have constructed the differentiation matrices for
uniform quadratic andcubic splines, that arevery useful in applications.

When we have to approximate afunction exibiting varied features and abrupt
transitions, apossible approach is to ‘adapt’ theknot partition bythickeningthepoints
where the function has more irregularities. For this reason, in the literature, non uni-
form quasi-interpolant spline operatorshave been introduced (see e.g. [1, 9, 11, 12]).
In particular, in [12], anon uniform optimal local quasi-interpolant splineoperator, the
discretequadraticC1 Q2, ispresented, providingan explicit formulafor the coefficient
functionals.

In this paper we propose amethod, based on the above operator Q2, for the
numerical evaluation of the first derivative of a function f . Such method generalizes
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someresults, obtained in [13], for theuniform case to the non uniform one. In Section
3 we construct the derivative of Q2 f , called the pseudo-spectral derivative and the
corresponding differentiation matrix D2. In Section 4 we propose the error analysis.
Finally, in Section 5wepresent somenumerical results, givingcomparisonswith other
known methods.

We remark that the same technique could be used to estimate higher-order
derivatives of f considering non uniform quasi-interpolant splines of higher degree,
if the functionalsdefining them are known.

2. On a local discretequadraticC1 spline quasi-interpolant

Let I = [a,b] be abounded interval endowed with somepartition

∆k = {a= x0 < x1 < .. . < xk < xk+1 = b},

we define
S 1

2 (∆k) = {s∈C1([a,b]) : s|[xi ,xi+1)
∈ P2, i = 0,1, . . . ,k},

whereP2 denotes thespaceof polynomials in x of degree2.

WedenotebyN = {N2
j (x)}

k+3
j=1 thebasisof normalized quadraticB-splineswith

knots:

(1) x−2 = x−1 = x0 < x1 < .. . < xk < xk+1 = xk+2 = xk+3,

spanningS 1
2 (∆k) [2]. With our notations thesupport of theB-splineN2

j is [x j−3,x j ].

Consideringtheknot partition(1), wedefineh j = x j−1−x j−2 for 0≤ j ≤ k+4
and theset of pointsTk = {ti , i = 1, . . . ,k+3}, where

t1 = a,
ti = 1

2(xi−2+ xi−1), for i = 2, . . . ,k+2,
tk+3 = b.

Now we consider a linear quasi-interpolant operator exact onP2 (i.e. Q2p= p,
p∈ Pl , l ≤ 2) of the form:

Q2 : C(I)→ S 1
2 (∆k),

introduced in [11] and defined by

(2) Q2 f =
k+3

∑
j=1

mj( f )N2
j

with knot partition (1). The coefficients mj are local li near functional which are com-
bination of discretevaluesof f at points in Tk, laying in thesupport of N2

j :

m1( f ) = f1, mk+3( f ) = fk+3,
mj( f ) = a j f j−1+b j f j + c j f j+1, for j = 2, . . . ,k+2,
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where f j = f (t j ) and

(3)

a j =−
h2

j

(h j−1+h j)(h j−1+2h j +h j+1)
,

b j = 1+
h2

j

(h j−1+h j)(h j +h j+1)
,

c j =−
h2

j

(h j +h j+1)(h j−1+2h j +h j+1)
.

We can express(2) in the following form

(4) Q2 f =
k+3

∑
j=1

f j Ñ
2
j ,

where{Ñ2
j }

k+3
j=1 are the fundamental functionsof Q2, defined in [11] by

(5)

Ñ2
1 = N2

1 +a2N2
2 ,

Ñ2
j = c j−1N2

j−1+b jN2
j +a j+1N2

j+1, j = 2, . . .k+2,

Ñ2
k+3 = ck+2N2

k+2+N2
k+3.

3. Pseudo-spectral derivativeand differentiation matr ix

We define the pseudo-spectral derivative of f as the derivative of the quadratic quasi-
interpolant spline Q2 f . We denote it by Q′

2 f and we remark that it belongs to S 0
1 (∆k),

spaceof linear splinesdefined on∆k.

Therefore, taking into account (2) and (4), we have:

(6) Q′
2 f =

(

k+3

∑
j=1

mj( f )N2
j

)′

=
k+3

∑
j=1

f j (Ñ
2
j )

′.

Sincethederivativeof thesplineN2
j [2] is

(7) (N2
j )

′(x) = 2

(

N1
j−1(x)

h j +h j−1
−

N1
j (x)

h j+1+h j

)

, j = 1, . . . ,k+3,

with N1
0(x)≡ 0, N1

k+3(x) ≡ 0 and{N1
j (x)}

k+2
j=1 set of normalized linear B-splines span-
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ning S 0
1 (∆k), from (5) and(7) weobtain

(Ñ2
1)

′ = 2

(

a2−1
h2

N1
1 −

a2

h3+h2
N1

2

)

,

(Ñ2
j )

′ = 2

(

c j−1

h j−1+h j−2
N1

j−2+
b j − c j−1

h j +h j−1
N1

j−1

+
a j+1−b j

h j+1+h j
N1

j −
a j+1

h j+2+h j+1
N1

j+1

)

, j = 2, . . .k+2,

(Ñ2
k+3)

′ = 2

(

ck+2

hk+2+hk+1
N1

k+1+
1− ck+2

hk+2
N1

k+2

)

.

Evaluating(6) at thepointsof Tk, wehave

Q′
2 f (ti) =

k+3

∑
j=1

f j(Ñ
2
j )

′(ti), i = 1, . . . ,k+3.

Therefore the pseudo-spectral derivative at the quasi-interpolation knots can be com-
puted only using thevaluesof f and (Ñ2

j )
′ at Tk.

The values of (Ñ2
j )

′ at Tk can be stored in a matrix D2 ∈ R
(k+3)×(k+3): di j =

(Ñ2
j )

′(ti), for i, j = 1, . . . ,k+3, called differentiationmatrix.

Setting y for the vector with componentsy j = f (t j ), j = 1, . . . ,k+3 and y′ for
the vector with componentsy′j = Q′

2 f (t j ), j = 1, . . . ,k+3, we simply write:

(8) y′ = D2y.

Thedifferentiationmatrix D2 hasastructure as follows:

D2 =

















































× × ×

× × × × 0

× × × × ×

× × × × × 0
· · · · · · · · · · · · · · ·

0 × × × × ×
× × × × ×

0 × × × ×
× × ×

















































=















































D(1)
2

D(2)
2

D(3)
2















































,

where D(1)
2 , D(3)

2 ∈ R
2×(k+3), D(2)

2 ∈ R
(k−1)×(k+3) is a banded matrix, with bandwidth

2 (i.e. 2 bandsabove and below thediagonal) andthe elementsdifferent from zero are:
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• for D(1)
2 :

d11= 2(a2−1)/h2, d12 = 2b2/h2, d13 = 2c2/h2,

d21= (a2−1)/h2−a2/(h2+h3), d22 = b2/h2+(a3−b2)/(h2+h3),
d23= c2/h2+(b3− c2)/(h2+h3), d24= c3/(h2+h3),

• for D(2)
2 :

di,i−2 =−ai−1/(hi−1+hi),
di,i−1 = (ai −bi−1)/(hi−1+hi)−ai/(hi +hi+1),
di,i = (bi − ci−1)/(hi−1+hi)+ (ai+1−bi)/(hi +hi+1),
di,i+1 = ci/(hi−1+hi)+ (bi+1− ci)/(hi +hi+1),
di,i+2 = ci+1/(hi +hi+1),

i = 3, . . . ,k+1

• for D(3)
2 :

dk+2,k =−ak+1/(hk+1+hk+2),
dk+2,k+1 = (ak+2−bk+1)/(hk+1+hk+2)−ak+2/hk+2,
dk+2,k+2 = (bk+2− ck+1)/(hk+1+hk+2)−bk+2/hk+2,
dk+2,k+3 = ck+2/(hk+1+hk+2)+ (1− ck+2)/hk+2,

dk+3,k+1 =−2ak+2/hk+2, dk+3,k+2 =−2bk+2/hk+2,
dk+3,k+3 = 2(1− ck+2)/hk+2.

4. Err or analysis

In this sectionwe analyse the error E1 = ( f −Q2 f )′ when f ∈Cr(I), 1≤ r ≤ 3.

In order to doit, we recall that a sequenceof partitions{∆k} is locally uniform
if there existsa constant A≥ 1 such that

xi+1− xi

x j+1− x j
≤ A, for all i and j = i ±1.

We introduce, for 1≤ p≤ k+1, the following notations

(9)

Ip = [xp−1,xp],
Jp = [xp−3,xp+2],
hp = max

p−1≤ j≤p+3
h j ,

h= max
1≤ j≤k+3

h j ,

δp = min
p−2≤ j≤p−1

x j+2− x j .

δ = min
1≤ j≤k+1

δ j .
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To estimate‖E1‖∞ we proceed as in [7] and [9].

Firstly, we want to obtain a local boundfor |E1(t)|, with t ∈ Ip, 1≤ p≤ k+1,
and then we extend the results to the interval I .

We define for any x∈ Jp and f ∈Cr(Jp)

R(x) = f (x)−
r

∑
i=0

f (i)(t)
i!

(x− t)i,

andto give aboundto |E1(t)| it i sonly necessary to estimate |Q′
2R(t)|, as shown in [9].

Sincet ∈ Ip we have

(10)
∣

∣Q′
2R(t)

∣

∣=

∣

∣

∣

∣

∣

p+3

∑
j=p−1

R(t j)(Ñ
2
j )

′(t)

∣

∣

∣

∣

∣

≤
p+3

∑
j=p−1

∣

∣R(t j)
∣

∣

∣

∣(Ñ2
j )

′(t)
∣

∣ ,

with Ñ2
0 = Ñ2

k+4 = 0 andR(t0) = R(tk+4) = 0.

In Lemma1 and 2we estimate
∣

∣R(t j)
∣

∣ and
∣

∣

∣(Ñ2
j )

′(t)
∣

∣

∣ respectively.

LEMM A 1. Let f ∈Cr(Jp), r = 1,2. Then for i = p−1, . . . , p+3

∣

∣R(t j)
∣

∣ ≤
(5/2)r+1

r!
h

r
pω( f (r),hp,Jp).

Theproof of Lemma1 is similar to that given in Lemma3.3 of [7] andthen here
we omit it .

LEMM A 2. Supposet ∈ Ip. Then, for j = 3, . . . ,k+1

(11)
∣

∣(Ñ2
j )

′(t)
∣

∣≤
6
δp

,

and

(12)
∣

∣(Ñ2
1)

′(t)
∣

∣≤
3
δp

,
∣

∣(Ñ2
k+3)

′(t)
∣

∣≤
3
δp

,

(13)
∣

∣(Ñ2
2)

′(t)
∣

∣≤
5
δp

,
∣

∣(Ñ2
k+2)

′(t)
∣

∣≤
5
δp

.

Proof. From (5), for j = 3, . . . ,k+1, we have
∣

∣(Ñ2
j )

′(t)
∣

∣≤ |c j−1||N
2
j−1|+ |b j ||N

2
j |+ |a j+1||N

2
j+1|.

Taking into account Lemma2.1 of [9], we can boundthefirst derivativeof thenormal-
ized B-splines{N2

j }, obtaining

(14)
∣

∣(Ñ2
j )

′(t)
∣

∣≤
2
δp

(|c j−1|+ |b j |+ |a j+1|)
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and, sincefrom Theorem 1.2 of [12] we have |a j | ≤
1
2, |b j | ≤ 2 and |c j | ≤

1
2, weget

(15) |c j−1|+ |b j |+ |a j+1| ≤ 3.

Therefore(14) and (15) yield (11).

For j = 1 and j = k+3, from (5), wehave
∣

∣(Ñ2
1)

′(t)
∣

∣≤ |N2
1 |+ |a2||N

2
2 |,

∣

∣(Ñ2
k+3)

′(t)
∣

∣≤ |ck+2||N
2
k+2|+ |N2

k+3|

and, from Theorem 1.2 of [12]

(1+ |a2|)≤
3
2
, (1+ |ck+2|)≤

3
2
.

Thereforewe obtain (12).

For j = 2 and j = k+2, from (5), wehave
∣

∣(Ñ2
2)

′(t)
∣

∣ ≤ |c1||N
2
1 |+ |b2||N

2
2 |+ |a3||N

2
3 |,

∣

∣(Ñ2
k+2)

′(t)
∣

∣ ≤ |ck+1||N
2
k+1|+ |bk+2||N

2
k+2|+ |ak+3||N

2
k+3|.

Since, from (3), c1 andak+3 are equal to zero, takinginto account Theorem 1.2 of [12],
we get

(|b2|+ |a3|)≤
5
2
, (|ck+1|+ |bk+2|)≤

5
2
,

andwe obtain (13).

Now we can give alocal estimate for |E1(t)|.

THEOREM 1. Supposet ∈ Ip andlet f ∈Cr(Jp), r = 1,2. Then

(16)
∣

∣( f −Q2 f )′(t)
∣

∣≤Cr,ph
r−1
p ω( f (r),hp,Jp),

where

(17) Cr,p =
Γp(5/2)r+1

r!
hp

δp
,

andΓp ≤ 30.

If in addition{∆k} is locally uniformwith constant A, then

(18) Cr,p =
Γp(5/2)r+1

r!
A2.

Proof. Theinequality (16) andthe constant values(17) follow immediately from (10),
Lemma1 andLemma2.

If {∆k} is locally uniform with constant A, then [5]

hp = max
p−3≤i≤p+1

(xi+1− xi)≤ A2(xp− xp−1),

δp = min
p−2≤i≤p−1

(xi+2− xi)≥ (xp− xp−1).
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Therefore

(19)
hp

δp
≤ A2.

From (19) and (17), weget (18).

Theorem 1 leads immediately to the following global results.

THEOREM 2. Let f ∈Cr(I), r ≤ 2. Then
∥

∥( f −Q2 f )′
∥

∥

∞ ≤Crh
r−1ω( f (r),h, I),

where

Cr =
30(5/2)r+1

r!
h
δ
.

If in addition f ∈C3(I), then
∥

∥( f −Q2 f )′
∥

∥

∞ ≤C2h
2
∥

∥

∥ f (3)
∥

∥

∥

∞
.

If {∆k} is locally uniform with constant A, then the constantsCr are independent on k
and

Cr =
30(5/2)r+1

r!
A2.

Now we analyse the error E1 at thepoints ti , i = 1, . . . ,k+3.

Thelogical schemehereproposed is similar to that onepresented in [14] for the
error of splinederivative in theuniform case.

THEOREM 3. If f ∈C3(I), for i = 3, . . . ,k+1, we obtain

(20) y′i − f ′i =−
h2

i+1Hi+1+h2
i−1Hi−1−2h2

i Hi

48(hi−1+hi)(hi +hi+1)
f (3)i +O(h

3
i−1),

where hi−1 is defined in (9) and

Hi+1 = 2hi+1(hi−1+hi)+hi+2(hi−1+hi)−hihi−1,
Hi−1 = 2hi−1(hi+1+hi)+hi−2(hi+1+hi)−hihi+1,
Hi = 2hi(hi−1+hi+1)+h2

i +4hi+1hi−1.

For i = 1,2 we have

(21) y′1− f ′1 =−
h2(2h2+h3)

24
f (3)1 +O(h

3
0),

where we defineh0 = max0≤i≤3hi and

(22) y′2− f ′2 =−
h2

3(h4+2h3)−2h2
2(h2+2h3)

48(h2+h3)
f (3)2 +O(h

3
1),

and analogous results hold for i = k+2,k+3.
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Proof. From (8), for 3≤ i ≤ k+1, wehave

(23)

y′i = −
ai−1

hi−1+hi
f (ti−2)+

(

ai −bi−1

hi−1+hi
−

ai

hi +hi+1

)

f (ti−1)

+

(

bi − ci−1

hi−1+hi
+

ai+1−bi

hi +hi+1

)

f (ti)

+

(

ci

hi−1+hi
−

bi+1− ci

hi +hi+1

)

f (ti+1)+
ci+1

hi +hi+1
f (ti+2).

Now we apply Taylor formula to the function f in a neighbourhood of ti , and we eval-
uate the corresponding polynomial at thepoints ti−2, ti−1, ti+1 and ti+2. For example at
the point ti+1 we have

f (ti+1) = f (ti)+ (ti+1− ti) f ′(ti)+
1
2
(ti+1− ti)

2 f (2)(ti)

+
1
6
(ti+1− ti)

3 f (3)(ti)+O

(

(

hi +hi+1

2

)4
)

.

Then, in (23), we replace f (ti−2), f (ti−1), f (ti+1), f (ti+2) with their Taylor expansion
and, taking into account (3), after some algebra, weobtain (20).

Using the same technique for y′1 and y′2, we obtain the expressions (21), (22)
andanalogousresultshold for tk+2 and tk+3.

5. Numerical results

In this sectionweproposesomenumerical results, obtained bya computational proce-
dure that wehavedeveloped in Matlab environment [3].

We use the followingtest functions fp, p= 1,2:

f1(x) =
1

1+16x2 ,

f2(x) =
1

1+16x2 sin(3πx),

on the interval I = [−3,3], shown in (a) in Figures 1 and 2, with their first derivatives
shown in (b).

In particular we compare our method, based on the spline operator Q2, using
both auniform andanon uniform knot partition, with the classical centered-difference
formula of order 2 (see e.g. [10]) of fp at the point ti and with the derivative of the
quadratic splineinterpolatingthedata{(ti , fp(ti)}

k+3
i=1 . Moreprecisely, given thesedata,

we construct the parabolic spline interpolating the function f at the data sites {ti}
k+3
i=1 ,

denoted by S2 fp, and then we compute its derivative, S′2 fp. For the construction of the
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Figure1: The function f1 (a) and its first derivative (b)
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Figure2: The function f2 (a) and its first derivative (b)

quadratic interpolant splinewe canrefer to [2] and[3] for theoretical andcomputational
considerations, respectively.

For the non uniform caseswe use thepartition∆k = {x j}
k+1
j=0 defined by

x j = a+(b−a)

(

2 j
k+2

)2

, j = 0, . . . ,
[

k+1
2

]

,

x j = b− (b−a)

(

2 j
k+2

)2

, j =
[

k+1
2

]

+1, . . . ,k+1,

with knots thickening aroundthe origin. The sequenceof partitions {∆k}, above de-
fined, is locally uniform, with constant A= 3 [6]. Thiskind of partition is a particular
case of symmetrically graded meshesproposed in [4]. We remark that choosinga non
uniform partition ∆k, we can control the behaviour of the first derivative of f using a
greater number of knotswhere it has strong variations.
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We set, for p= 1,2,

εu.
p = max

v∈Tk

∣

∣ f ′p(v)− (Qu.
2 )

′ fp(v)
∣

∣

εn.u.
p = max

v∈Tk

∣

∣ f ′p(v)− (Qn.u.
2 )′ fp(v)

∣

∣

ε̄n.u.
p = max

v∈Tk

∣

∣ f ′p(v)−S′2 fp(v)
∣

∣

ε̂u.
p = max

v∈Tk

∣

∣ f ′p(v)− δ fp(v)
∣

∣

where (Qu.
2 )

′ fp and (Qn.u.
2 )′ fp are the approximationsgiven by the spline operator Q2

using a uniform and a non uniform partition respectively, δ fp is the approximation
given by the centered-difference formula and S′2 fp is the derivative of the quadratic
interpolant spline. The label n.u. denotestheuseof anon uniform knot partition in the
construction of the correspondingapproximation, while the label u. denotes theuse of
a uniform one.

The results obtained by using the different methods above introduced are re-
ported in Table4.1, for increasing valuesof k.

We can noticethat, using a non uniform partition, we obtain better results, and
that the behaviour of the quasi-interpolant spline and the interpolant one is almost the
same, but, as remarked above, in theq-i case wedo not solve any system of equations.

k εu.
1 εn.u.

1 ε̄n.u.
1 ε̂u.

1
64 1.9(-1) 1.5(-2) 1.3(-2) 3.8(-1)
128 3.3(-2) 3.6(-3) 3.4(-3) 1.0(-1)
256 7.3(-3) 8.9(-4) 8.8(-4) 2.6(-2)
512 1.7(-3) 2.2(-4) 2.2(-4) 6.8(-3)
1024 4.3(-4) 5.6(-5) 5.6(-5) 1.7(-3)

k εu.
2 εn.u.

2 ε̄n.u.
2 ε̂u.

2
64 1.2(0) 7.5(-2) 6.9(-2) 2.1(0)
128 2.1(-1) 1.8(-2) 1.8(-2) 6.0(-1)
256 4.4(-2) 5.0(-3) 4.5(-3) 1.6(-1)
512 1.0(-2) 1.3(-3) 1.1(-3) 4.0(-2)
1024 2.5(-3) 3.3(-4) 2.9(-4) 9.9(-3)

Table 4.1: Maximum absolute errorsby different methods

6. Conclusion

In this paper we have proposed a local spline method, based onthe optimal quadratic
spline quasi-interpolant operator Q2, introduced in [12], for the approximation of the
derivative of a function f in a certain interval [a,b]. Differentiating Q2 f , we have
constructed the pseudo-spectral derivative at the quasi-interpolation knotsand the cor-
responding differentiationmatrix D2. Furthermorewehavepresented an error analysis
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and we have given some numerical results, comparing our methodwith other known
methods.

We can remark that a generalization of the obtained results to quasi-interpolant
splinesof higher degree could be an interesting future topic.

Acknowledgement. The author isgrateful to Prof. C. Dagnino for helpful discussions
andcomments.
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